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aLaboratoire d’Etude des Phénomènes de Transfert Appliqués au Bâtiment, Université de La Rochelle,
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Abstract

The aeroacoustical coupling of a jet-slot oscillator to the acoustic resonances of the flow-supply duct is studied in this

paper. This configuration, producing self-sustained tones, is original in particular because the source domain is unconfined

and the coupling occurs to high-order acoustic resonances. The development of a model, based on the Howe’s corollary of

the vortex-sound theory permits the flow-acoustic interactions induced in the production of such tones to be modelled

theoretically. This model, together with a careful experimental exploration, provided a description of this aeroacoustic

sound source. The findings show that the combination of two mechanisms determines the operating frequency that

maximizes the acoustic fluctuations responsible for the production of the tones: (i) the energy exchange between the

hydrodynamic and the acoustic fluctuations of the fluid, and (ii) the enhancement of the acoustic oscillation by the

resonances. Some differences from the usual behaviour of acoustically coupled self-sustained oscillations—in particular,

related to the oscillation amplitude and the synchronization between the vortical and acoustical fields—are highlighted.

r 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Self-sustained tones can be produced when a sheared subsonic flow impinges on a downstream obstacle
[1–3]. This type of noise is characterized by an acoustic energy distributed over a few frequency peaks. The
establishment of such self-sustained oscillations implies an energy transfer between two fluctuation modes of
the gas: (i) the hydrodynamic fluctuations, essentially incompressible, due to the viscosity and describing the
flow vorticity, and (ii) the acoustic fluctuations, essentially irrotational and related to flow compressibility [4].
The excitation mechanism is as follows: the sheared flow instabilities are excited at point A of the gas and are
amplified during their convection by the mean flow, until vortices are formed. Their impingement on a
downstream geometrical singularity, at point B, generates both acoustic (compressible) and hydrodynamic
(incompressible) fluctuations. These two consequences of the impingement can interact upstream with the
ee front matter r 2008 Elsevier Ltd. All rights reserved.
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instabilities, near their onset location (point A). If a constructive phase relationship is met along the resulting
loop, the feedback controls the increase in instabilities (which can be viewed as a vortex shedding process),
inducing an amplification of the gas fluctuations [5–8,2].

If the distance L between A and B is small compared to the emitted-sound wavelength l0 (L5l0), the
velocity fluctuations induced by the hydrodynamic perturbation are dominant at point A. They control vortex
shedding and the feedback is called ‘‘direct-hydrodynamic’’. In contrast, if Lbl0, the acoustic perturbations
due to the vortex impingement are dominant at point A and control vortex shedding. The feedback is then
called ‘‘direct-acoustic’’ [2].

The previously described sound source can be aeroacoustically coupled with an acoustic resonator.
This is the case, for instance, for the closed side branch system [9,10], flue instruments [11,12] or the flow past
cavity [13,14]. The relative velocity fluctuations u0=U (u0 is the velocity fluctuation and U is the mean flow
velocity) induced by the acoustic resonance at the instability onset location was shown to have amplitudes
ranging from 10�2 to 1 [9,15,10]. These fluctuations control vortex shedding (independently from the
distance L), satisfying a Kutta condition [16]. This acoustic coupling imposes the tone frequency and enhances
the emitted level. This feedback path is called ‘‘indirect-acoustic’’ in contrast with the upper-mentioned
‘‘direct’’ acoustic or hydrodynamic feedback path. In a recent paper, Rockwell reviewed the models used to
determine the dimensionless tones emission frequency for such flow-induced acoustic resonances [17]. Their
general form is

f 0L

U
¼

Uc

U
ðN þ a0Þ, (1)

where f 0 is the emission frequency, Uc is the vortice convection speed, N is the oscillation stage and a0 is an
adjustable constant. Eq. (1)-like relations are often called ‘‘Rossiter relations’’ in reference to the author who
first introduced them empirically [5].

The present study deals with a geometric configuration called jet-slot oscillator (JSO). It consists of a plane
jet impinging on a slotted plate. This configuration has been shown to emit tones that are characterized by
high acoustic levels together with a rather complex frequency behaviour. It has been used for flow-control
purpose by Ziada [18,19]. In a recent study, Billon et al. [20] showed that the JSO tones, in the particular case
where the plane jet is unconfined, can be the result of a direct feedback path (dominant for Reo10 000, where
Re is the jet Reynolds number based on its height H) or of an indirect feedback path due to some
aeroacoustical coupling to the flow-supply duct resonances (dominant for Re410 000) [21,20]. In this last
case, the coupling can occur to high-order acoustic resonances (until order 15th) [22].

The aim of this paper is to study the coupling of the JSO to the acoustic resonances of the flow-supply
duct. Experimental and modelling investigations were conducted. An analytical model of the coupling
mechanism between the acoustic and the hydrodynamic fluctuations modes, based on the vortex sound
theory, has been developed to understand and interpret the complex frequency behaviour of the emitted
tones. This model may be seen as ‘‘empirical’’ in the sense that some physical information, which
cannot be attained theoretically, is assessed by careful experimental analysis. The vortex sound theory
has often been used to model aeroacoustical coupling, but only in the case of confined geometries,
and for rather simpler frequency behaviour (coupling to the first two or three acoustic resonances)
[11,14,9,23–25]. Some differences with the usual behaviour of acoustically coupled self-sustained tones will
also be emphasized.

The paper is organized as follows: after a presentation of the experimental set-up and a description of the
flow-acoustic interactions modelling, three aspects are discussed: the influence of coupling on the acoustic
fluctuation mode of the gas, the conditions favouring energy transfer from the hydrodynamic fluctuation
mode to the acoustic fluctuation mode, and finally, the nature of the feedback.
2. Materials and methods

The experimental set-up described in this section was originally designed to investigate the acoustic
phenomena encountered in air-conditioning systems [20].
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2.1. Experimental set-up

An airflow, produced by a blower, passes through an expansion volume and a duct (190� 90mm2) ending
in a nozzle, creating a H ¼ 10-mm-high (in the z-direction) and 190-mm-wide plane jet (the duct and the
nozzle form what is called the ‘‘flow-supply duct’’ in this paper). The jet impinges on a 4-mm-thick slotted
aluminium plate. The plate slot, bevelled at a 45� angle, is aligned with the jet exit and has the same
dimensions (Fig. 1). The jet exit/obstacle distance normalized by the jet height H is denoted by L=H and can
be moved from 0.5 to 10. The maximum value of the jet velocity at the nozzle exit (denoted by U) can be set
from 0 to 27:8m s�1, which corresponds to a Reynolds number based on H ranging from 0 to about 18� 103.

A 4944-A B&K 1=400 microphone is mounted behind the obstacle (x ¼ Lþ 50, y ¼ 85, z ¼ 135, in mm) to
measure the radiated tone frequency f 0, i.e. the highest-energy component of the pressure-signal power
spectrum.

A Dantec 55R04 hot-wire anemometer is located in the potential core (Fig. 2), in the exit section of the
nozzle (x ¼ 0), and half-way between the lower and upper edges of the nozzle (z ¼ H=2). This part of the jet is
not turbulent, so that the main velocity fluctuations (uaðtÞ) recorded at the tone frequency (f 0) are due to the
acoustic velocity generated by the flow-supply duct resonances. This was verified by the measurement of the
coherence between this velocity and the resonant pressure field inside the flow-supply duct, which was equal to
0.97 at the emission frequency.

A second Dantec 55R01 hot-wire anemometer is located in the inner sides of the shear layers (z ¼ 2 and
8mm from the lower separation edge, see Fig. 2). Given the rotation of the vortices (clockwise in the lower
shear layer and counter-clockwise in the upper one), a probe located at x ¼ x0 measures a maximum
x-component perturbation velocity when a vortex passes at x0. The convection of the successive vortices will
thus generate a quasi-sinusoidal fluctuation (uhðtÞ) at the shedding frequency [26]. While the probe at the
nozzle exit measures an acoustic fluctuation uaðtÞ at the emission frequency, the probe in the shear layer
measures essentially the hydrodynamic fluctuation uhðtÞ (at the same frequency, but with a different
wavelength) generated by the vortices. The hot-wire is sensitive to both the streamwise velocity fluctuations uhx
Fig. 1. Overall view of the experimental set-up (dimensions in mm).
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Fig. 2. Velocity probes position.
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and the velocity fluctuations normal to the axis of the jet uhz. However, the x-perturbations are superimposed

on the mean flow U. The signal uh ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðU þ uhxÞ

2
þ ðuhzÞ

2
q

measured by the probe is then dominated by the

velocity perturbations in the x-direction as long as they remain small compared to the mean flow; indeed, for
uhx=U51, the hot-wire reacts linearly to x-perturbations uhx while it reacts quadratically to z-perturbations
uhz. The preceding model is then valid in the region near the jet exit where the vortices are not fully developed.
It may however fail in the region close to the slot where the vorticity is expected to be concentrated in discrete
vortex structures. This may affect, in particular, the hydrodynamic velocity phase measurements (see next
paragraph).

For a given jet speed and jet exit/obstacle distance, simultaneous velocity measurements can be carried out
with the two probes: the fixed one is located in the potential core of the jet measuring the acoustic velocity, and
the mobile one is moved along the jets shear layers, measuring the hydrodynamic velocity. The acoustic
velocity will then be used as a phase reference for the hydrodynamic velocity phase estimated experimentally in
this study. To estimate the phase between the two measured fluctuations, the cross-spectrum
(Shaðf Þ ¼ U�hðf ÞUaðf Þ, where Uhðf Þ and Uaðf Þ are the Fourier transforms of uhðtÞ and uaðtÞ, respectively) is
computed by averaging over 20 segments of a 2048 points signal sampled at 5 kHz. Finally, the phase of the
cross-spectrum (ya � yh) at the tone frequency f 0 is estimated: it is the phase difference between the resonant
acoustic field at the jet exit and the hydrodynamic fluctuation at a given point of the shear layer.

2.2. Preliminary experimental results

The amplitude and frequency of the tones together with the acoustic velocity fluctuations due to resonance
were measured for 500oReo18 000 and 1oL=Ho8. The amplitude of the tones (when coupled to a flow-
supply duct acoustic resonance) are plotted as a function of the emission frequency on Fig. 3(a). The
corresponding acoustic velocity fluctuations amplitudes are reported on Fig. 3(b). The acoustically coupled
source operates at a finite set of emission frequencies up to 1000Hz, with a notable lack of emission
frequencies between 500 and 800Hz. Beyond 1000Hz, these emission frequencies are more scattered. The
frequency was always lower than 1500Hz. In all the configurations where self-sustained tones were emitted,
the distance L was much smaller than the acoustic wavelength. The amplitude of the tones was generally
higher than 80 dB and could reach 115 dB. Finally, the acoustic velocity fluctuations measured at the jet exit
were in most cases bounded by the range 10�3ou0=Uo3� 10�2.

The emission frequency can be higher than the cut-off frequency of the duct’s first transverse mode in the
y-direction, which was found to be 895Hz. This non-planar mode may then be propagated in the duct;
however, its excitation was not confirmed in operating conditions. To assess the nature of the excited acoustic
modes, the acoustic phase difference in the y-direction was measured at the tone frequency and at the jet exit
(x ¼ 0) for different operating conditions (Re, L=H) involving the excitation of the flow-supply duct, by using
two hot-wire anemometers placed in the jet potential core (see Fig. 4). Whatever the conditions, the phase
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Fig. 3. Tone emission characterization (a) amplitude of the tones in dB (ref. 2� 10�5 Pa, measured behind the obstacle) and (b) relative

acoustic velocity fluctuations at the jet exit (u0=U) as a function of the emission frequency.
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pattern was flat. This indicates the propagation of only planar modes at the tone frequency, although the
excitation frequency was higher than the first transverse mode cut-off frequency.
3. Flow-acoustic interaction modelling

The development of a flow-acoustic interaction model will be used to identify the conditions favouring
energy transfer from the hydrodynamic fluctuation mode to the acoustic fluctuation mode. The development
of this model is presented in the following section.
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3.1. Existing models

Generally, acoustic fluctuations are one order of magnitude below hydrodynamic fluctuations, and acoustic
radiation can be interpreted as an energy dissipation process. The main problem when modelling self-sustained
tones is that this acoustic dissipation cannot be ignored in the determination of the flow. Thus at present a three-
dimensional (3D) direct numerical simulation is difficult to achieve, particularly for complex geometrical
configurations like the JSO. Linearized 3D analytical analyses of the interaction of discrete vortices with an edge
or a corner have been proposed by Howe [27]. A relatively simple 2D analytical model was preferred in this study.

An aeroacoustic theory, developed by Powell and Howe [28,11,4] and based on vorticity as a source of
sound, can be used to express the acoustic power P generated in a volume V over one acoustical period T0 by
using the vortical part x of the velocity field:

P ¼ �r0

ZZZ
V

ðx ^ vÞ:u0a dV

� �
T0

, (2)

where v is the velocity field, u0a is the acoustic velocity field and h iT0
denotes an average over one acoustical

period. When P is positive, the hydrodynamic fluctuation mode (related to the vorticity) provides energy to
the acoustic fluctuation mode and vice-versa. Flow-excited acoustic resonances have been modelled using this
vortex sound theory: flue instruments [11,12], flow past cavities [14,25], pipe sections with closed side branches
[9,10,29], whistler nozzles [30] and diaphragms in tandem in a duct [31]. Other applications of this power
transfer formula can be found in Ref. [32]. The present section will focus on a model derived from the model of
Bruggeman et al. [29,9]. This implementation is considered ‘‘semi-empirical’’, the analytical field models are
indeed obtained both from theoretical and experimental investigations (when a theoretical model is not
available).

Simplified models of the acoustic field, based on the compact source hypothesis, can be used to obtain this
field without having recourse to a full numerical resolution. The acoustic field u0a is written, in the complex
plane ez and in harmonic regime, as a sinusoidal temporal fluctuation f ðtÞ of a potential field [9]:

u0a ¼ f ðtÞ=ðjpotðezÞÞ. (3)

The scalar field jpotðezÞ will be called ‘‘acoustic-potential field support’’ in this study. It is obtained by solving
the Poisson equation in the studied geometry [16].

The vorticity field is modelled by using the ‘‘vortex-point’’ model initially proposed by Holger [7] and
Nelson [14]. This models the vorticity field x supposing that the shear layer is rectilinear and the vorticity is
only concentrated on discrete vortex-points convected downstream at a constant velocity Uc. The circulation
growth of each vortex is evaluated by using the velocity circulation conservation law. It increases linearly:

GmðtÞ ¼ UUct, (4)

until saturation when the following vortex is shed [9], reaching a limit value:

Gmax ¼
UUc

f 0

. (5)

Modelling the entire vorticity field requires a knowledge of (i) the nature of the jet’s oscillation mode
(i.e. symmetric or antisymmetric), (ii) the vortice convection speed and (iii) the synchronization with the
acoustic fluctuations.

Since vorticity is above zero only in the shear layer, the velocity field v is modelled, in this zone, by using the
relation:

kvk ¼ Uc. (6)

3.2. Application to the acoustically coupled jet-slot oscillator

The aim of this section is to determine the parameters needed for the development of a 2D model of the
flow-acoustic interactions involved in the JSO configuration, in the particular case where the tones are coupled
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to the flow-supply duct resonances. The model is not intended to predict the emitted level, but the interaction
conditions most favourable to sound emission. The acoustic field was obtained theoretically (Section 3.2.1),
and some characteristics of the vorticity field are obtained experimentally (Section 3.2.2).
3.2.1. Acoustic field modelling

As the studied domain is compact (see Section 2.2), the acoustic field can be expressed, as stated in the
preceding section, as a temporal fluctuation of a potential field. When the acoustic resonance of a flow-supply
duct is enhanced, the aeroacoustic source due to the flow-acoustic interactions (located around the obstacle
slot) is supposed to be negligible compared to the resonant acoustic source. According to this hypothesis, the
acoustic potential field support is mainly induced by the resonator radiation.

The acoustic potential field support is obtained by solving the Poisson equation in a simplified geometry
obtained from the actual one by using Schwarz–Christoffel mapping [33]. The geometry bounding the
domain under study is a polygon with some vertices placed at infinity (see Fig. 5(a)). Schwarz–Christoffel
mapping is then used to compute a transformation of the physical complex plane (ez-plane) in a canonical
complex plane (z-plane) where the domain becomes the upper half-plane. The transformation is obtained
by using a Schwarz–Christoffel toolbox developed by Driscoll [34]. In the physical plane, the flow-rate
emanating from point A1 can be considered as a source producing a flow rate Q ¼ uaAH in the domain
(uaA being the acoustic velocity at point A). The image of this source in the canonical plane is a point source
located in A, producing, in the domain, the flow rate Q over an angle p. As the domain is not confined,
the fluid flows out from the physical domain through several points: M1, B1 and D1. Flow-rate sinks of
strength bMQ=p and bBQ=p are then located in M and B, respectively, in the canonical domain, the constant
bM and bB being for now unknown. The remaining flow rate, which flows out through D1 in the physical
domain, vanishes at infinity in the canonical domain. The solution of the Poisson equation in the canonical
domain is then:

jpotðzÞ ¼
Q

p
lnðz� xAÞ �

bBQ

p
lnðz� xBÞ �

bMQ

p
lnðz� xM Þ. (7)

This solution is calculated in the physical domain by using the inverse Schwarz–Christoffel transformation.
In the following, as the emitted level is not predicted, the acoustic flow rate Q is arbitrarily set to one.

In the studied configuration, the main problem of acoustic field determination is the estimation of the
parameters bM and bB, due to the unconfined geometry. These parameters represent the proportion of fluid
flowing out from the domain (i) laterally, between the jet exit and the obstacle, and (ii) through the obstacle,
respectively. The determination of the flow-rate distribution is a rather complicated 3D problem. It is
evaluated by using a very simplified 2D model based on the unsteady Bernoulli equation, which is verified
along streamlines:

r0
qj0

qt
þ

1

2
r0u

2 þ p ¼ K , (8)
Fig. 5. The geometry under study (a) in the physical plane (ez ¼ xþ iz) and its image (b) in the canonical plane (z ¼ xþ iZ) obtained by

Schwarz–Christoffel mapping. The streamlines of the acoustic potential field support are plotted in grey lines (from Eq. (7)).
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where K is a real constant value, r0 is the fluid density, p is the pressure, u ¼ u0 þ u0a is the potential component
of the velocity field, where u0 is the mean potential velocity and u0a the acoustic velocity, and j0 ¼

R
u0a dS is the

unsteady scalar velocity potential.
The Bernoulli equation is successively applied along streamlines connecting A1 to M1 and A1 to

B1. Neglecting the nonlinear terms, conceding some hypotheses based on the flow physics and taking into
account flow-rate conservation, a system of equations is obtained. This leads to a rough estimation of the
coefficients bM and bB, dependent on the emission frequency f 0 through the inertia term qj0=qt in Eq. (8)
(see Appendix A). However, a study of the model sensitivity to the input parameters showed that this flow-rate
distribution weakly affects the frequency values optimizing the energy transfer from the hydrodynamic
fluctuation mode to the acoustic fluctuation mode (see Appendix A).

3.2.2. Vorticity field modelling

Fig. 6 depicts, for Re ¼ 11 800 and L=H ¼ 3:3, the cross-spectrum phase (see Section 2.1) as a function
of the mobile probe location in the upper (z ¼ 8mm) and lower (z ¼ 2mm) shear layers. The phase variation
is linear and nearly identical for both shear layers. This behaviour was observed for other values of Re and
L=H corresponding to indirect feedback paths and allowed us to focus only on one shear layer in the following
experiments. The linearity of the phase variation in the region close to the slot suggests that the hot-wire
response to normal velocity perturbation (Section 2.1) did not affect the hydrodynamic phase measurements.
The cross-spectrum phase is also plotted as a function of the mobile probe location in the upper shear
layer, for different pairs (Re, L=H) corresponding to different tone frequencies (between 322 and 1285Hz, see
Fig. 7).

Fig. 6 shows that the upper and lower vortices are convected symmetrically at the same constant convection
speed (linear phase variation), from the jet exit to the impingement location. The jet mode is then symmetric.

In addition, the phase difference of the hydrodynamic velocity between two successive positions x1 and x2 of
the mobile probe (with x2 � x1 ¼ Dx) can be related to the time (tc ¼ Dy=2pf 0) needed by the vortex to travel
the distance Dx. The slope of the straight line DyðxÞ can then be related to the mean convection speed of the
structures between x1 and x2: Uc ¼ 2pf 0ðDy=DxÞ�1. Figs. 6 and 7 can then be used to estimate the value
Uc=U ¼ 0:6 (with a precision of about �3%). This result is in agreement with the values found in the
literature [2], and validates the idea that the probe located in the shear layer measures essentially a
hydrodynamic fluctuation (if it measured an acoustic fluctuation, the phase velocity obtained would
correspond to the speed of sound).

Knowing the phase of the acoustic cycle at which the vortices are shed is crucial for the development of a
flow-acoustic interaction model. This phase can be deduced from the experimental data and needs to be
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carefully assessed, as the results given by the theory of Powell and Howe (Eq. (2)) are highly sensitive to the
synchronization between the acoustic and vortical fields. A straightforward experiment would be to measure
simultaneously the acoustic velocity (at x ¼ 0 and z ¼ H=2) and the hydrodynamic velocity in the shear layer
at the shedding point (x ¼ 0 and z ¼ 0 or H); however, at this location, it is difficult to assess precisely which
type of velocity (acoustic or hydrodynamic) is actually measured. The method would then be highly
questionable. The cross-spectrum phase at vortex shedding (at x ¼ 0) is then extrapolated from the linear
variation of the phase curves plotted in Fig. 7, measured for 0:05ox=Lo0:9 (supposing that this variation
remains linear very close to x ¼ 0). Remembering that all phases are referenced with respect to the acoustic
fluctuation at the nozzle exit (Section 2.1), the extrapolated value at x ¼ 0 is an estimation of the phase
difference between the acoustic and hydrodynamic fluctuations at vortex shedding, and can be used to
synchronize the acoustic and vorticity fields of the theoretical model. For every configuration in Fig. 7, the
acoustic phase at vortex shedding is close to p=2 (with a maximal deviation of �0:3p).

The physical interpretation of this result is the following: a vortex is supposed to be shed, at the jet exit, at
t ¼ 0. As explained in Section 2.1, this vortex generates a maximum of the velocity fluctuation because it is
measured at the inner side of the jet. The corresponding hydrodynamic velocity fluctuations can then be
written as follows: uhðtÞ ¼ cosð2pf 0tÞ. The phase yh is then null (yh ¼ 0). The measurements give ya � yh ¼ p=2
(Section 2.1), that is ya ¼ p=2. The acoustic velocity, uaðtÞ ¼ cosð2pf 0tþ p=2Þ is then zero and turns upstream
(i.e. negative) at the instant of vortex shedding. In other words, a new vortex is shed each time the particles
located at the open end of the nozzle are stopped at the end of their downstream acoustic displacement and
start to return upstream in the opposite direction to the mean fluid motion. This result is in contradiction with
those observed at the exit of the whistler nozzle [30], or at the neck of a cavity acoustically coupled to a grazing
flow [14,35].

Taking into account the experimental results, the vorticity field can be modelled as described in Section 3.1.
The vorticity is only concentrated in point vortices convected from the jet exit to the obstacle on a rectilinear
path, symmetrically, in each shear layer and at the speed Uc ¼ 0:6U . A vortex is shed in each shear layer when
the phase of the co-sinusoidal acoustic field is equal to p=2. Vorticity ejected to the right of the aperture plate
was not taken into account. Additional measurements showed that no coherent structures can be identified in
this area. This can therefore be considered as a second-order effect that would not significantly alter the
resonances of the system.
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3.2.3. Model implementation

Finally, the flow-acoustic interaction model was computed by using Eq. (2) with the field models described
previously. The model admits as input variables:
�
 the flow velocity U (or a Reynolds number Re),

�
 the distance from the jet exit (nozzle end) to the obstacle L,

�
 the emitted frequency f 0,

�
 the acoustic velocity at the jet exit.
In addition, some terms are set empirically for field modelling:
�
 the vortices convection speed,

�
 the phase of the acoustic cycle corresponding to vortex shedding,

�
 the jet oscillation mode.
The model implemented can be used to evaluate the acoustic power P generated or absorbed by the energy
transfer between the hydrodynamic fluctuation mode and the acoustic fluctuation mode of the gas.
4. Discussion

4.1. Influence of coupling on the acoustic oscillation frequencies

When the tones are acoustically coupled to the flow-supply duct resonances, the amplitude of the acoustic
fluctuations depends on the resonance efficiency of the duct. The flow-supply duct is excited by the
aeroacoustic source at the open end of the nozzle. The efficiency of the response of the resonator (and thus the
amplitude of the acoustic fluctuations) is then directly proportional to its input admittance (at the open end
section).

In spite of the relatively high emission frequency (see Fig. 3), the first transverse mode was not propagated
in the flow-supply duct (see Section 2.2). The calculation of the longitudinal plane mode admittance is then
sufficient to characterize the duct resonance. This was performed on a 2D equivalent duct by using a
conventional decomposition in a succession of elementary ducts of constant cross sections. Each elementary
duct was modelled by an acoustic transfer matrix taking into account the propagation of plane waves with
visco-thermic losses at the duct wall. The reduced duct input admittance (ratio between the admittance at the
nozzle exit and the characteristic admittance of the air: Y c ¼ 1=r0c, c being the sound velocity) was finally
calculated by multiplying together the obtained matrices (see Fig. 8(a)). The admittance of the nozzle only was
also plotted in Fig. 8(a) in order to assess its influence on the flow-supply duct response. The tone emission
frequencies measured for a large set of pairs (Re, L=H) are shown in Fig. 8(b).

The emission frequencies selected by the aeroacoustic source correspond to the resonant frequencies of the
duct (i.e., to the frequencies where the input admittance is maximum). The effect of the nozzle on duct
admittance explains the lack of tones between 500 and 800Hz. Indeed, nozzle admittance was at a minimum
around 600Hz, involving a reduction of the duct admittance around this frequency and acting as a filter in the
frequency range [500–800]Hz. The efficiency of the resonance is not then sufficient to maintain an indirect
feedback path. Moreover, nozzle admittance was at a maximum around 1100Hz. This causes a widening and
an amplification of the flow-supply duct admittance peaks. The indirect feedback path can then be maintained
for an emission frequency diverging from the resonant frequency: this could explain the dispersion of the
measured emission frequencies beyond 1000Hz.

As a conclusion, when coupled with the resonator, the acoustic fluctuations (responsible for tone
production) are enhanced by the acoustic energy provided by the resonance. The coupling therefore imposes
an acoustic constraint on the emission frequency selection, in order to maximize these acoustic fluctuations.
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4.2. Energy transfer between the hydrodynamic and acoustic fluctuations

The power P generated by the energy transfer between the hydrodynamic and the acoustic fluctuations
of the gas was calculated for a given Reynolds number, for variable emission frequencies and variable
jet-exit/obstacle distances, by using the model described in Section 3. The distribution of the power
produced as a function of L=H and f 0 was obtained for Re ¼ 11 800 and 16 000, two Reynolds numbers
ensuring a flow-supply duct resonance (Fig. 9). The emission frequencies measured for these Reynolds
numbers are superimposed on the plots. This behaviour is typical of flow-excited acoustic resonances.
As the distance L was increased, the tone frequency decreased, describing a hyperbole; the frequency
jumps corresponding to the transition from one oscillation stage to another [2]. For each oscillation
stage, the tone frequency depicts steps at almost constant frequency. These step frequencies correspond
to the resonant frequencies of the flow-supply duct (represented by dashed lines) as underlined in
the previous section.

The emission frequencies ‘‘chosen’’ by the system for a given pair (Re, L=H) correspond closely, in the plane
(L=H, f 0), to the hyperbole-shaped zones of maximum positive power predicted by the model. In these zones,
the energy transfer from the hydrodynamic to the acoustic fluctuations was maximal (i.e. the power P was
maximal). It is noticeable that these zones are very accurately predicted by the Rossiter relation (Eq. (1)) with
a0 ¼ �1=8 (relation represented as a solid line in Fig. 9). The agreement between the vortex-sound theory and
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the Rossiter relation, obtained theoretically by decomposing the feedback loop, must be underlined. The
maximization of the energy transfer from the hydrodynamic to the acoustic fluctuations imposes a further
constraint called hydrodynamic constraint on the emission frequency selection.

Finally, two mechanisms maximizing the energy transfer to the acoustic fluctuation mode together set the
emission frequency; the energy is provided (i) by the resonance (ii) by the coupling to the hydrodynamic
fluctuations. These optimal conditions correspond, in the (L=H, f 0) plane, to the intersection between the
horizontal lines (representing the acoustic constraint) and the Rossiter hyperboles (representing the
hydrodynamic constraint), as shown in Fig. 9.
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4.3. Nature of the indirect feedback

As recalled in the introduction section, in the case of the flow-acoustic resonances described in the
literature, vortex shedding is controlled by the acoustic velocity induced by the resonance. In this case,
a new vortex is shed at the nozzle lips when the acoustic velocity is zero and turns towards the exit of the
duct (satisfying a Kutta condition as the velocity induced at the edge by the vorticity compensates
for the singularity of the potential flow which would exist in the absence of vorticity [16]). The feedback is then
purely acoustic.

In the case of the JSO, the experimental observations seem to accredit a different feedback scenario.
Firstly, a new vortex is shed each time the acoustic velocity due to resonance is zero and turns upstream,
which is in contradiction with a Kutta condition if this acoustic velocity controls shedding. Secondly, the
amplitude of the acoustic fluctuations measured at the nozzle exit (10�3ou0=Uo3� 10�2) are at least one
order of magnitude below the fluctuation levels reported in the literature for other configurations
(10�2ou0=Uo1). These observations may indicate that the acoustic oscillations due to the resonance are
not dominant at the nozzle lips, in contrast to the hydrodynamic oscillations induced by the vortex convection.
This assumption seems to be confirmed by an estimation of the hydrodynamic velocity induced at the nozzle
lips by a single-impinging vortex, using Eq. (5) describing the maximum vortex circulation and the
Biot–Savart’s law [16]:

u0h
U
¼

Gmax

2pLU
¼

Uc

2pf 0L
. (9)

For example, in the configuration used in Fig. 6 (Re ¼ 11 800, U ¼ 18m s�1, L=H ¼ 3:3, f 0 ¼ 962Hz), the
ratio u0h=U is close to 5� 10�2. As a consequence, the hydrodynamic fluctuations induced by the vortex
convection seem to be at least of the same order of magnitude as the acoustic fluctuations due to the
resonance. The feedback could then be hydrodynamic.

However, the hypothesis of a hydrodynamic feedback fails to explain the emission frequency lock-in by the
acoustic resonance, clearly illustrated by the steps at almost constant frequency in Fig. 9. In summary,
two phenomena seem to be in competition for the control of vortex shedding. The studied case probably lies
‘‘in-between’’ purely hydrodynamic feedback and purely acoustic feedback.
5. Conclusion

Under certain geometrical conditions, the tones produced by an unconfined jet-slot oscillator (JSO) can be
coupled to the acoustic resonances of the flow-supply duct. The development of a model based on the Howe’s
corollary of the vortex-sound theory can be used to model theoretically the flow-acoustic interactions induced
in tones production. This model, together with a careful experimental exploration, enable a description of the
acoustically coupled JSO.

The acoustic fluctuations responsible for tone production are initiated by the aeroacoustic energy exchange

with the hydrodynamic fluctuations. These acoustic fluctuations are enhanced by the acoustic energy due to the

resonance. These two mechanisms together set the operating frequency which maximizes the acoustic
fluctuations. The coupling imposes an acoustic constraint in order to maximize the acoustic resonance
efficiency. The maximization of energy transfer from the hydrodynamic to the acoustic fluctutation mode
imposes a hydrodynamic constraint predicted either by a vortex sound theory-based model or by a Rossiter-
like relation. It is noteworthy that a general flow-acoustic interaction model (such as the one based on vortex
sound theory) predicts the same critical Strouhal numbers for whistling as a Rossiter-like relation, often
obtained by using the feedback loop stability theory.

The acoustically coupled JSO is an original configuration where the limit between acoustic
and hydrodynamic feedback does not seem to be clearly defined. It has both the physical features
of systems controlled by acoustic feedback and an unusual synchronization between the acoustic
field and vortex shedding for such systems. No firm conclusion can be drawn as to whether vortex
shedding is controlled by the acoustic velocity fluctuations due to resonance or by hydrodynamic velocity
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fluctuations generated by vortex convection. The system could thus be intermediate between a flute and an
edge-tone.
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Appendix A. Acoustic flow distribution

The acoustic flow-rate distribution determination is a rather complicated problem. A rough estimation of
this distribution is achieved by using the unsteady Bernoulli equation (Eq. (8)), supposing a quasi-steady fluid
behaviour in the slot region and a dominance of the inertia in the lateral region. This model is limited to the
case where the distance L is small compared to the lateral branch length. It leads to the following solutions (see
Ref. [36] for detailed calculation):

bM ¼
uaM

uaA

¼
oHLðoL2 þ ohH=2Þ þ joHL2U

L2U2 þ ðoL2 þ ohH=2Þ2
,

bB ¼
uaB

uaA

¼
L2U2 � ohH=2ð�oL2 � ohH=2Þ � joL3U

L2U2 þ ðoL2 þ ohH=2Þ2
, (A.1)

the length h being defined in Fig. 1, and o being the acoustic pulsation.
The consequence of an eventual estimation error on the preceding results was then studied. For

this purpose, the acoustic power P was simulated as a function of the frequency for a given pair (Re, L=H)
and for different acoustic flow-rate distributions (Fig. 10). The different distributions were obtained by
varying the flow rate through the obstacle with respect to that obtained theoretically (Eq. (A.1)).
The frequency values maximizing the power P were weakly affected, the variation of the flow-rate
distribution influencing mostly the amplitude. This result confirms that the flow-rate distribution has a weak
effect on the position of the frequencies maximizing the energy transfer from the hydrodynamic to the acoustic
fluctuation.
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